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Abstract

In a cooperation style in which a human operates one robot and the other autonomous robots assist that robot, the autonomous robots must be able to recognize the motion of the human operating robot in real time. Vision is the most useful sensor for this purpose. By using vision, the assistant robot recognizes the current target object and actions of the human operating robot to the target. For the working robots, we use two hexapod robots which are able to utilize two forelegs as arms in order to manipulate objects. Joint motion of each leg and occlusion by another leg make it difficult to recognize and track the motion of the hexapod robot. In this study, we propose a method for the recognition and tracking of the 3D position and posture of the hexapod. Through the use of 2D image matching, the body of the hexapod, several legs, and toes of the legs can be recognized in turn. The positions of the body and toes are measured by binocular stereo, and the angles of the legs can then be obtained, which are used for motion recognition. In this study, we propose a motion recognition mechanism using eigenspace method which can reduce the dimensions necessary for matching. The effectiveness of this method is tested through an experiment using two hexapod robots.

1 Introduction

On construction sites and in other hazardous environments robots are often expected to manipulate objects of a size comparable to their own. A single robot usually encounters difficulty performing such a task. Cooperation of multiple robots is the solution to this problem. Because the simultaneous operations of multiple robots are difficult for a human operator, we propose a cooperation style in which the human operates one robot and another autonomous robots assists (Fig.1).

In order to assist the human operating robot, the autonomous robots must recognize its motions in real time[1]. Vision is the most useful sensor for this purpose. By using vision, the assistant robot recognizes the current target object and actions of the human operating robot to the target. For the cooperation experiment we constructed two hexapod working robots which were able to walk on irregular terrain and to utilize two forelegs as arms in order to manipulate an object. The motions of the hexapod are not easy to recognize because of joint motion of each leg and occlusion by another leg. In the field of research surrounding the recognition of objects with multi-links and multi-joints by vision, much attention has been paid to studies of the motions of humans or human hands[2]-[7]. In these studies, the following two problems have been identified:

(1) dealing with the 3D motion of multi-joints,
(2) dealing with occlusion between multi-links.

For problem (1), many methods have been proposed in which the 3D model is projected onto the 2D image and 3D information is inferred from 2D matching on the image[2, 3]. For problem (2), a method has been proposed in which occlusion is avoided by observing from multi-viewpoints[4, 5]. Another method has also been proposed in which occlusion is predicted from a 3D model[6].
In a hexapod robot, problem (1) becomes easier to manage than in situations with a non-rigid object such as a human hand. However, since the hexapod consists of many complicated parts, it is still difficult to recognize the motion of the joints. Therefore, we don’t use a 3D geometric model but instead use an appearance model because it does not require the extraction of geometric features. Regarding problem (2), it is impossible for a robot to simultaneously observe the other robot from multiple viewpoints. Therefore, it should be possible to recognize the hexapod based on partial information observed from a single viewpoint. For this purpose, we use 2D matching based on minute templates. This method is robust for occlusion. By using a hierarchical recognition method with these methods, the body of the hexapod, several legs, and toes of the legs are recognized in turn. That is, the 3D position and posture of the hexapod are recognized and tracked stably in spite of the joint motion and occlusion.

Recognition of human motions by vision has been studied in the field of robot teaching. “Teaching by Showing” by Kuniyoshi[8] and APO (Assembly Planning from Observation) by Ikeshi[9] have been proposed. Mori[10] has described the development of holding tools which can assist humans with soldering work through behavior understanding. In the field of multiple robot cooperation, Kuniyoshi[11] has proposed “Cooperation by Observation” and has realized such cooperation skills as posing, unblocking, and passing.

In this research, the target of motion recognition is the hexapod, which has a body, 6 legs and 18 joints. Because the motion pattern of this hexapod is more complicated than those worked with in previous studies, it has been necessary to develop a new, effective method for motion recognition. In this study, we propose a motion recognition mechanism using eigen space method, which can reduce the dimensions for matching.

In the case of cooperation between robots, a robot can ascertain the state of the other robot by computer communication as described in our previous work[1]. The wireless communication necessary for this method, however, has problems of its own. In addition, when we consider cooperation of a robot with the human or competition among robots where cooperative computer communication is not expected, motion recognition by vision becomes essential.

2 3D Recognition and Tracking

In order to recognize the motion of the hexapod working robot, it is necessary to detect not only the position and orientation of the body but also the joint angles of each leg. For this purpose, we introduce the 3D vision system. It can recognize and track the 3D position and posture of the body and legs in spite of joint motion and occlusion. The features are as follows:

- 2D image matching using the appearance model and minute templates,
- 3D position measurement of the feature points by binocular stereo cameras,
- magnification of the scene image based on depth,
- hierarchical recognition of the body, legs, and toes,
- the use of the color tracking vision hardware.

2.1 2D Recognition and 3D Measurement

2.1.1 Data Images for Appearance Model

Recently, a method which uses the image itself as a model for the recognition of a 3D object has received attention in conjunction with advances in computation power because it does not require the extraction of geometric features[12]. The data image for recognition is called the “appearance model”. When we locate the hexapod on the rotary table with its body yaw axis coinciding with the rotation axis, we can obtain 36 stereo images of the hexapod while rotating the table by 10-degree steps (Fig.2). These stereo images are saved on the disk. One of the stereo images is a color image. These color images obtained from 360-degree whole views are used as the data image for the appearance model.

Because the rotary table is calibrated by the stereo cameras, we can get the 3D position and orientation of the body on each data image. In addition, the angles of the legs are known. Therefore, we can project a 3D geometric model of the hexapod on each data image and obtain the areas of the body, legs, and toes on this image. These areas on each data image are registered and used for the 2D matching of each part as described in 2.2. Information from the geometric model itself (faces, edges, etc.), however, is not used for recognition.

![Figure 2: Data images from 360-degree whole views.](image)

2.1.2 2D Matching by Minute Templates

Among the small areas (for example, 5 x 5) on the data images and the scene image, we select the ones...
which have a high trackability measure[13] and call them “minute templates”. Ohba[14] has proposed a method in which the minute templates on both images are compared, and matched templates are clustered by using the geometric constraints. By this method, we can determine the best data image matched to the scene image and obtain the area of the object recognized on the scene image. This method has the following advantages:

(a) Segmentation on the scene image is not necessary.
(b) The method is robust for occlusion.

In this study, based on the above method, we use a 3D object recognition method on a 2D image.

2.1.3 3D Measurement by Stereo Vision
The 3D positions of the body and toes of the hexapod are obtained by subpixel stereo measurements of the minute templates. Because the corresponding points of the stereo measurements are searched only for the minute templates which have a high trackability measure, we can easily obtain the correct results.

2.1.4 Image Magnification Based on Depth
The 2D matching method described in 2.1.2 cannot deal with large changes in appearance that occur in response to movement along the depth axis. Therefore, the color marks on the hexapod are searched and found before 2D matching, and the rough depth from the camera to the hexapod is measured by the stereo cameras. Because the depth to the rotary table origin in the data images is known, the scene image is magnified based on two depths. This magnified scene image is used for 2D matching with the data images (Fig.3).

![Image magnification](image)

Figure 3: Image magnification.

2.2 Hierarchical Recognition of the Body, Legs and Toes
The hexapod consists of a body and legs that are attached to the body. The body translates in the 3D space and rotates mainly around the yaw axis while walking and working. Each leg has three joints and moves in 3D space. In addition, the body moves more slowly than the legs. Therefore, although the occluded areas of the body change in response to movement of the legs, changes in the appearance of the body are smaller than those of the legs. For this reason, we search and find the body, legs and toes in turn on the scene image as follows (Fig.4):

1. The best data image matched to the scene image is determined, and the area of the body on the scene image is obtained by 2D matching described in 2.1.2. Because the 3D orientation of the body on the data image is known as described 2.1.1, we can obtain the orientation of the body on the scene image.
2. With the stereo measuring of the matched minute templates described in 2.1.3, we can obtain the translation vector of the body between the data and scene images. Because the 3D position of the body on the data image is known, we can calculate the position of the body on the scene image from the translation vector.
3. By (1) and (2), we can make the frame of the body relative to the camera frame of the scene image and project the 3D geometric model of the hexapod onto it.
4. The search area for each leg is determined based on the geometric constraints of the joint motion in relation to the body. The image area of each leg registered in the data image is searched within this search area on the scene image by using the 2D matching described in 2.1.2.
5. When the image area of one leg is found on the scene image, the toe of the leg is searched by 2D matching, similar to (4).
6. When the image area of the toe is found on the scene image, the 3D position of it is measured by the stereo cameras.
7. The 3D position of the toe is transformed to the body frame, and the joint angles of the leg are calculated by using inverse kinematics.

2.3 Experiments of Recognition
The results of the experiments related to recognition of the body, legs, and toes of the hexapod on the scene image are shown in Fig.5-8. In Fig.8, the toes of the left three legs are recognized, but those of the right three legs are not due to occlusion. The angles of the left foreleg obtained by vision are shown in Table 1 while being compared to those measured with photo encoders attached to joints. The maximum error is less than 5 degrees.

Recognition of the body takes about 30 (sec) on UltraSpace-I because we must compare many data images to the scene image. Recognition of legs and toes takes several seconds.
2.4 Tracking of the Hexapod

Although recognition of the body takes much time, it can be tracked relatively quickly once it is recognized. The tracking system is shown in Fig.9. The best data image and minute templates of the body, legs and toes on it obtained by the 3D recognition system (upper part of Fig.9) are given to the color tracking vision system (CTR:V: lower part of Fig.9). These minute templates are tracked using the functions of the CTR:V. In addition, the 3D positions of the tracked minute templates are measured by the stereo cameras using the functions of the CTR:V, and the 3D positions of the body and toes are determined. This 3D tracking is repeated within a period of about 350 (msec), during which the 3D position of the body and the joint angles of observed legs are obtained.

The results of tracking are used in the next 3D recognition step. Because the number of data images and the search area can be restricted from the results of tracking, 3D recognition is repeated within a shorter period of about 10 (sec). The recognition process is
Figure 9: Process of recognition and tracking. MTS indicates the minute templates.

concurrent with the tracking process, and the results of recognition process are used in the next tracking process.

In conclusion, the 3D translation of the hexapod is tracked using CTRV in every 350 milliseconds. The rotation of the hexapod around the yaw axis is recognized by 2D matching using the appearance model on the computer in every 10 seconds.

3 Motion Recognition of the Hexapod

The authors have implemented the motion symbolization and motion recognition methods in previous work[1]. The motion feature templates and patterns, however, have been generated manually. It is now necessary to develop a mechanism by which these templates and patterns can be generated automatically. In this section, we describe a motion classification and recognition method using eigenspace method which can solve this problem.

The eigenspace method is well-known as the “K-L procedure” in the area of pattern matching. It projects the data vector to a space of which the unit vectors are the normalized eigenvectors of the covariance matrix of the pattern vectors. By using eigenvectors corresponding to the large eigenvalues, an effective reduction of the dimension or classification is possible. We apply this method to the classification and recognition of ambiguous information such as the motion of the hexapod.

3.1 Motion Feature Space

As the angles of the legs express the motion pattern of the hexapod, it is natural to use the angles of the legs as state vectors for motion recognition. When we use vision to observe motion, however, we cannot get the joint angles of all legs due to occlusion. In such cases, it is necessary to obtain the motion features from partial information. Here it is assumed that we can get the joint angles from enough legs to recognize the motion by controlling the viewpoint.

When we get the joint angles of k legs \((i_1, \ldots, i_k)\), we consider the \(m\) \((= 3 \times k)\) dimension vector to be as follows:

\[
x = [\theta_{i_1}^T, \ldots, \theta_{i_k}^T]^T \in \mathbb{R}^{m \times 1},
\]

where \(\theta_j = [\theta_{j1}, \theta_{j2}, \theta_{j3}]^T\) is a vector of the joint angles of the \(j\)th leg.

Let the standing state of the hexapod be the neutral point \(x_s\) and \(z (= x - x_s)\) be the state vector. By observing the motion of the human operating robot for several tasks in the training mode and by sampling \(N\) state vectors, we obtain \(z_1 \sim z_N\) and a sampling matrix as follows:

\[
Z = [z_1, \ldots, z_N] \in \mathbb{R}^{m \times N}.
\]

\(Z_c\) is the covariance matrix of \(Z\).

\[
Z_c = ZZ^T \in \mathbb{R}^{m \times m}
\]

This covariance matrix provides a series of eigenvalues \(\lambda_i (i = 1 \sim m)\) in descending order. The eigenvector corresponding to \(\lambda_i\) is \(e_i\). We make the following matrix by the upper \(n\) eigenvectors:

\[
E = [e_1, \ldots, e_n] \in \mathbb{R}^{m \times n},
\]

where \(n\) is determined so that the contribution factor \(W_n\) becomes larger than the given threshold.

\[
W_n = \sum_{i=1}^{n} \lambda_i / \sum_{i=1}^{m} \lambda_i
\]

The state vector \(z_i\) is projected to the \(n\) dimension eigenspace by \(E\) and \(g_i\) is obtained.

\[
g_i = E^T z_i \in \mathbb{R}^{n \times 1}
\]

Because the eigenspace can reduce the dimension of the state vector, \(m\), to the eigenspace dimension, \(n\), while keeping the important features, we call this eigenspace a “motion feature space”.

In the eigenspace, \(g_1 \sim g_N\) make some tracks for each task (Fig.10). For the sake of memory efficiency, we pick up points \(g_1 \sim g_r\) so that the distance between each point becomes larger than the given threshold on these tracks. These points are the motion features obtained in training.

In this study, we prepare the eigenspaces for every combination of observed legs by simulation as training.
For example, the eigenspace constructed by the left three legs in the representative tasks such as hexapod-walking, quadruped-walking, and manipulating a box with the forelegs is shown in Fig.10, where \( m = 9 \) and \( n = 3 \).

![Image: Eigenspace in several tasks.](image)

**Figure 10:** Eigenspace in several tasks.

### 3.2 Motion Recognition

In the recognition mode, we generate the state vector \( \mathbf{z}_p \) from the joint angles of the legs observed by vision. By using (6), we calculate \( \mathbf{g}_p \) and obtain \( \mathbf{g}_q \) as the point closest to \( \mathbf{g}_p \) among the motion features \( \mathbf{g}_1, \ldots, \mathbf{g}_r \). This \( \mathbf{g}_q \) is the motion feature observed at this moment.

The motion feature for the joint angles obtained in Fig.8 is shown in Fig.10 as a point \( \bullet \) on the track of the hexapod-walking. By repeating such motion feature observation for a while, the present motion of the hexapod is recognized as hexapod-walking.

### 4 Conclusion

In order to cooperate with a robot controlled by a human operator, autonomous assistant robots must recognize its motion in real time. Joint motion of each leg and occlusion by another leg make it difficult to recognize and track the motion of the hexapod robot.

In this study, we proposed a method by which we could recognize and track the 3D position and posture of the robot by vision. This method used the appearance model and minute templates. These techniques were effective in 2D image matching for a complicated object such as the hexapod under self-occlusion. By 2D image matching, the body of the hexapod, several legs and toes of the legs were recognized in turn. Once recognized, the body and toes were tracked by using the functions of color tracking vision hardware. The 3D positions of the body and toes were measured by binocular-stereo cameras, and the angles of the legs were obtained. These angles were then used for motion recognition.

The motion pattern of the hexapod is so complicated that we need an effective method for motion recognition. In this study, we proposed a motion recognition mechanism using eigenspace method which could reduce the dimensions for matching.

The effectiveness of these methods was tested through experiments using two hexapod robots.
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